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Manual Data Curation
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Manual Data Curation - Statistics
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Language Identification (LID)

• Models to detect the language of the input text

• Considerations:
• Training data needs to be clean and cover multiple domain

• Need to be light-weight to handle large scale data
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Fasttext Model For LID
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Bitext Mining

• Language agnostic representations 
are of raw sentences obtained 

• Cosine similarity is utilized to 
obtain a measure of cross-lingual 
similarity

• Typically utilize scalable and 
efficient vector search engines like 
FAISS
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Language Agnostic Encoders
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Data Filtering For Encoders
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Translation Modelling
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Transformer Architecture

• Transformer architecture was 
introduced for seq2seq tasks, 
specifically machine translation

• Encoders takes as input source 
sentence and decoder auto-
regressively generates the target 
sentence
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Scaling Encoder - Decoder
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Under The Hood: Decoder 

• Sample Input: A B C D E F

• Model inputs per iteration:
• A B

• A B C  Attention mask: 1 1 1 0 0 0

• A B C D  Attention mask: 1 1 1 1 0 0  

• A B C D E

• A B C D E F 
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Multilingual Transformers
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Model Considerations

• Vocabulary Size: A vocabulary size increase from 32k to 64k did not 
provide noticeable score improvement but drastically slowed 
generation

• Encoder-Decoder Size: A deep-decoder causes increase in training 
and inference time, a deep-encoder and shallow-decoder generates 
high quality translation and faster training and inference

• Multilingual Models: Modelling several similar languages together 
leads to improved performance across all these languages 
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Mixture Of Experts

• The capacity of a neural network 
to absorb information is limited 
by the number of its parameters

• More parameters equals better 
capacity

• MOE is a type of conditional 
computation where parts of the 
network are activated on a per-
example basis
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Pretraining Tasks

• Denoising Auto Encoder
• Predicting a corrected text 

from a corrupted input text

• Causal Language Modelling
• Language modelling task 

where source is empty, and 
target is text from 
monolingual corpus
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Curriculum Learning

• Pretraining on SSL, followed by finetuning on MMT (DAE -> MMT)

• Multitask training on SSL and MMT (DAE + MMT)

• Multitask training on SSL and MMT, followed by finetuning on MMT 
(DAE + MMT -> MMT)
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Curriculum Learning Results
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Pretraining Tasks Impact
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Data Augmentation
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Sources Of Data
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Impact Of Data Sources

• Note: Use data tag such as <MMT_BT_DATA> or <MINED_DATA> to 
help model discern the data sources
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Backtranslation
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Knowledge Distillation
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Distilling Knowledge From Larger Model
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