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Abstract Real-time predictions for the JAL severe cyclone formed in November 2010

over Bay of Bengal using a high-resolution Weather Research and Forecasting (WRF

ARW) mesoscale model are presented. The predictions are evaluated with different initial

conditions and assimilation of observations. The model is configured with two-way

interactive nested domains and with fine resolution of 9 km for the region covering the Bay

of Bengal. Simulations are performed with NCEP GFS 0.5� analysis and forecasts for

initial/boundary conditions. To examine the impact of initial conditions on the forecasts,

eleven real-time numerical experiments are conducted with model integration starting at

00, 06, 12, 18 UTC 4 Nov, 5 Nov and 00, 06, 12 UTC 6 Nov and all ending at 00 UTC 8

Nov. Results indicated that experiments starting prior to 18 UTC 04 Nov produced faster

moving cyclones with higher intensity relative to the IMD estimates. The experiments with

initial time at 18 UTC 04 Nov, 00 UTC 05 Nov and with integration length of 78 h and

72 h produced best prediction comparable with IMD estimates of the cyclone track and

intensity parameters. To study the impact of observational assimilation on the model

predictions FDDA, grid nudging is performed separately using (1) land-based automated

weather stations (FDDAAWS), (2) MODIS temperature and humidity profiles

(FDDAMODIS), and (3) ASCAT and OCEANSAT wind vectors (FDDAASCAT). These

experiments reduced the pre-deepening period of the storm by 12 h and produced an early

intensification. While the assimilation of AWS data has shown meagre impact on intensity,

the assimilation of scatterometer winds produced an intermittent drop in intensity in the

peak stage. The experiments FDDAMODIS and FDDAQSCAT produced minimum error

in track and intensity estimates for a 90-h prediction of the storm.
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1 Introduction

Tropical cyclones (TC) are one of the most violent weather manifestations that cause

devastation along the coastal regions. The tropical storms form and develop over warm

tropical oceans under favourable environmental conditions (Gray 1968). The Bay of

Bengal (BOB) in the Indian Ocean is a potentially energetic region for the development of

TCs and contributes about 7 % of the global annual tropical storms. The TCs in the Indian

Ocean generally form during the pre-monsoon season in May and the post-monsoon season

in October–November. The disaster from TCs is due to the extreme winds, torrential rains

and occasional storm surge at the location of landfall along the coastal regions, which

necessitates forecast-based lead time warnings to mitigate the disaster. Observational and

modelling techniques are currently applied worldwide to provide advance information on

the intensity and movement of these violent storms. The history of the past cyclonic storms

indicates that the movement of the cyclones in the BOB is highly variable (Raghavan and

Sen Sarma 2000), which makes their prediction a challenging problem. Numerical models

of varied complexity have been developed and applied since 1960s to explain the physical

and dynamical mechanisms of tropical cyclone development and movement. The present

state of art is the application of non-hydrostatic nested-grid mesoscale models and the use

of data assimilation methods to precisely simulate the various physical and dynamical

processes of the storm environment and its evolution.

Tropical cyclone forecasts are being issued operationally by weather agencies of various

nations (Iwasaki et al. 1987; Mathur 1991; Puri et al. 1992; Chen et al. 1995; Kurihara

et al. 1993). In India, the India Meteorological Department (IMD) issues forecasts of the

tropical cyclones over North Indian Ocean (NIO) using limited area models and with the

assimilation of synthetic observations (Prasad and Rama Rao 2003). With the advent of

high-performance computing high-resolution non-hydrostatic mesoscale atmospheric

models such as MM5, WRF is being used for research and operational forecasting of

several mesoscale atmospheric phenomena. Several studies are reported on the simulation/

prediction of tropical cyclones over the NIO (Mohanty et al. 2004; Bhaskar Rao and Hari

Prasad 2006, 2007; Srinivas et al. 2007; Bhaskar Rao et al. 2009a, b; Pattnayak and Rama

Rao 2009; Deshpande et al. 2010; Srinivas et al. 2010a; among others). Tropical cyclone

forecasting by numerical weather prediction models involves large errors in initial location

of the storm, which arise due to poor availability of observational data in the sea areas

where these storms develop (Prasad and Rama Rao 2003). Presently, models are used with

the global analysis/forecasts as initial boundary conditions with integration times of 3–4

days to have lead time predictions. The accuracy of these forecasts depends on the initial

data, which defines the state of the atmosphere describing the cyclone vortex. Because of

the poor coverage of observations over the ocean region and the resultant poor represen-

tation of location and characteristics of the initial low pressure (i.e., cyclone vortex) in the

coarse grid global analysis, it is often difficult to detect the incipient stage of a storm and to

predict its further development using the numerical models. The poor representational

errors in the global analysis result in the underestimation of time of origination, strength

and position of the cyclone vortex, making it difficult to forecast tropical cyclones pre-

cisely. In other words, the skill of model forecasts depends to some extent on the obser-

vational analysis and its time which is used as initial condition. A comparative study with
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MM5 and WRF mesoscale models was attempted by Pattnayak and Mohanty (2008) for the

prediction of SIDR cyclone with initial conditions from 13 to 14 November 2007, which

reported that WRF performs better than the MM5 model in the simulation of intensity and

movement in close agreement with IMD estimates. Bhaskar Rao et al. (2009b) made a real-

time prediction of SIDR cyclone using MM5 and WRF models using different initial

conditions starting from 00 UTC of 11 through 14 November 2007 and inferred that WRF

performs better than MM5 in terms of producing higher intensity. Davis et al. (2008)

studied the performance of the WRF ARW model with real-time forecasts of five land-

falling Atlantic hurricanes during 2005. They found that the performance of ARW is

generally competitive with, and occasionally superior to, other operational forecasts for

storm position and intensity.

The major improvements in NWP as also for cyclone forecasting during the last

15 years are attributed to the development of various sources of observations and the data

assimilation methods to effectively use them. Data assimilation helps to precisely define

the initial conditions to numerical weather prediction (NWP) models by combining all

available past as well as current observations to best define the initial state of the atmo-

sphere (Kalnay 2003). A review of different data assimilation methods such as successive

correction, optimum interpolation and variational methods (3-D VAR, 4-DVAR) and their

application in NWP models was given by Navon (2009). A general problem in the

numerical modelling of tropical cyclones is the deficiency of conventional observations

over the oceanic regions where cyclones form and develop. With the advent of satellite

remote sensing, the observational gap over the oceans has been greatly reduced. Satellite

observations provide a very useful data for understanding and simulation of tropical

cyclones. An overview on the impact of assimilation of satellite data for tropical cyclone

simulations, the current problems associated with satellite data assimilation, recent

developments and prospects has been given by Pu (2009). Satellite observations are highly

useful because of their high spatial coverage, repetition and resolution. Satellite scatter-

ometer-based wind observations and the temperature/humidity profiles are a potential

source of data over oceanic regions since it provides crucial information in the form of

wind speed and direction for correcting the initial location of the storm. The OCEANSAT-

2 scatterometer provides surface winds over the Indian Ocean region at a 50-km resolution

and accuracy of 1 m/s. The ocean surface wind observations from OCEANSAT-2 find

potential application in defining the vortex of a developing storm in numerical models. The

temperature and humidity profiles from TOVS and MODIS have been found to be useful to

define the thermodynamical structure of the developing storms. The conventional obser-

vations over the land region can be used to enhance the input fields for precise initial

conditions in models. In addition to the large amount of satellite information, assimilation

of dropwindsonde data deployed from surveillance aircrafts is highly important in

numerical forecast of tropical cyclones as reported in several studies (Wu et al. 2007; Park

et al. 2008; Kim et al. 2010 among others).

Several studies reported the advantages of using satellite observations in defining the

initial conditions of brewing tropical storms and their simulation (Leslie et al. 1998;

Marshall et al. 2000; Soden et al. 2001; Zhihua et al. 2005; Langland et al. 2009; etc.).

Leslie et al. (1998) have shown that the track of a hurricane could be better simulated with

the assimilation of high temporal and spatial resolution GOES satellite-derived wind

vectors using FDDA nudging. Marshall et al. (2000) using nudging of scatterometer winds

had shown that the initial position error of cyclone was substantially reduced. In a mod-

elling study of Typhoon Dujan using the NCAR MM5, Zhihua et al. (2005) reported that

assimilation of QSCAT wind data produced significant impacts on the model storm
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structure for horizontal and vertical winds, sea level pressure, temperature and improve-

ment in the intensity and track prediction. Zhang et al. (2007) have studied the individual

impacts of a number of satellite data on winds, temperature profiles on the initialization

and forecasting of the rapid weakening of Hurricane Lili-2002 using the PSU/NCAR

model MM5. Langland et al., (2009) conducted a series of data assimilation and fore-

casting experiments to study the impact of GOES rapid-scan wind observations on the

simulation of track of hurricane Katrina. In recent times, several studies on simulation of

cyclones and monsoon depressions are reported over the North Indian Ocean region (e.g.,

Roy Bhowmik 2003; Mukhopadhyay et al. 2004; Sandeep et al. 2006; Vinodkumar et al.

2007; among several others). Singh et al. (2008) have reported that the assimilation of

QSCAT and SSM/I winds improves the position of the initial vortex, its strength leading to

significant improvements in the intensity and track predictions for Orissa super cyclone.

It is well known that tropical cyclone characteristics drastically change at different

stages in the life cycle. Often it is difficult to predict the intensity and motion of tropical

cyclones especially from deepening period to mature stage and from mature stage to

dissipation stage. Hence, it is necessary to evaluate models by simulating the entire life

cycle with different initial conditions. In this study, an attempt is made to study the near

real-time prediction of tropical cyclone JAL that formed in November 2010 over Bay of

Bengal using the NCAR WRF mesoscale model with an objective to study the model

predictions of the intensification and movement of the tropical cyclone with eleven initial

conditions starting at 00, 06, 12, 18 UTC 4 Nov, 00, 06, 12, 18 UTC 5 Nov and 00, 06, 12

UTC Nov and the impact of individual FDDA analysis nudging of OCEANSAT-2 wind

observations, MODIS profiles and conventional land-based observations for the initial time

at 06 UTC 4 Nov. Separate assimilation experiments are conducted with individual data

sets to study the contribution of different data to the predictions.

2 Description of the severe cyclone ‘Jal’

JAL is a severe cyclonic storm formed in the Bay of Bengal and had a life cycle during 4–8

November 2010, with a minimum central sea level pressure (CSLP) of 988 hPa and

maximum sustained wind speed (MSW) of 60 knots (*30 m/s; IMD 2011). The system

originated as a well-marked low pressure at 12 UTC 2 Nov, over south Bay of Bengal. It

became a depression over southeast BOB at 00 UTC 4 Nov and lay centred at Lat. 8.5 N

and Long. 91.0 E. It moved in a west-northwestward direction and concentrated into a deep

depression over southeast BOB at 00 UTC 5 Nov and lay centred at Lat. 9.00 N and Long.

88.50 E. Thereafter, it moved in a westward direction and intensified into a cyclonic storm

(JAL) at 12 UTC 5 Nov and lay centred at Lat. 9.5 N and Long. 87.0 E. It further moved

west northwestwards and intensified into a severe cyclonic storm (SCS) over southeast Bay

of Bengal at 00 UTC 6 Nov (Fig. 1). The system then moved first westwards and then

moved very slowly northwestwards, weakened into a cyclonic storm on 06 UTC 7 Nov

near Lat. 12.5 N and Long. 82.5� E. The system continued to move northwestwards and

made landfall north of Chennai coast at Lat. 13.30 N and Long. 80.20 E around 16 UTC 7

Nov. Thereafter, moving in a west-northwestward direction, it got weakened into a

depression over Rayalaseema of south Andhra Pradesh. The system moved very slowly

during its post-intensification stage and remained stationary over the ocean for a day. Due

to this cyclone, about 50 casualties were reported besides heavy loss of crop damage in

south coastal Andhra Pradesh.
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3 Brief description of the ARW model and its configuration

The Advanced Research Weather Research and Forecast (ARW) v3.2 mesoscale model

developed by the National Center for Atmospheric Research (NCAR) (Skamarock et al.

2008) is used in this study. The model consists of fully compressible non-hydrostatic

equations, and the prognostic variables include the three-dimensional wind, perturbation

quantities of pressure, potential temperature, geo-potential, surface pressure, turbulent

kinetic energy and scalars (water vapour mixing ratio, cloud water etc.). The model has a

terrain following vertical coordinate and Arakawa C-grid staggering in the horizontal.

A third-order Runge–Kutta time integration is used in the model. The model has several

options for spatial discretization, diffusion, nesting and lateral boundary conditions besides

number of physics. For the present study the model is configured with two interactive

nested domains. The outer domain covers a larger region with 27-km resolution and

192 9 192 grids. The inner domain has 9-km resolution with 289 9 289 grids covering

the Bay of Bengal and its environments (Fig. 2). A total of 42 vertical levels are used.

The physics schemes used in the present study are Yonsei University (Hong et al. 2006)

Fig. 1 INSAT VHRR picture of cyclone ‘Jal’ at 06 UTC of 6 Nov 2010
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non-local diffusion scheme for PBL processes, Kain–Fritsch (KF-Eta) (Kain and Fritsch

1993; Kain 2004) for cumulus convection, Purde Lin scheme (Lin et al. 1983) for explicit

moisture processes, five-layer soil thermal diffusion model for surface processes, Rapid

Radiation Transfer Model (RRTM) for long-wave radiation (Mlawer et al. 1997) and

Dudhia (1989) scheme for shortwave radiation.

4 Numerical experiments

Two different sets of numerical simulations are carried out with WRF model. In the first

set, eleven real-time numerical prediction experiments are conducted with static initiali-

zation of WRF using the National Centers for Environmental Prediction (NCEP) Global

Forecast System (GFS) analysis and 6 hourly forecasts available at a 0.5� 9 0.5� latitude–

longitude grid. The time-varying SST data over all the domains are also defined from the

GFS data. The GFS follows 4 analysis cycles (00, 06, 12, 18 UTC), and the forecasts

corresponding to each analysis cycle are available up to 7 days at 3-h intervals. In the first

set of experiments, model simulations are made starting at 00, 06, 12, 18 UTC 4 Nov, 00,

06, 12, 18 UTC 5 Nov, 00, 06, 12 UTC 6 Nov 2010, with corresponding GFS analysis

cycle data sets, and the model is integrated up to 00 UTC 8 Nov in each case. The intensity

Fig. 2 Domains used in the WRF (ARW) model
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and track position estimates of the storm are taken from the daily reports of the India

Meteorological Department (IMD) for comparison of model results (Table 1).

In the second set of experiments, four-dimensional data assimilation (FDDA) analysis

nudging is performed separately with four different sources of data as described below.

FDDA is a continuous data assimilation technique in which the model state is relaxed

towards the observed state by augmenting some of the prognostic equations with forcing

terms based on the difference between the observed state and the model state. In the control

experiment, a static initialization of WRF is performed with initial condition at 06 UTC 4

Nov using GFS analysis. The model is integrated for a 90-h period up to 00 UTC 8 Nov

with time-varying boundary conditions taken from GFS forecasts corresponding to the

same analysis cycle. In the second experiment, the land-based AWS observations from

ISRO and IMD are used in assimilation with a nudging interval of 3 h. In the third

experiment, the OCEANSAT-2 and ASCAT scatterometer wind observations are used in

FDDA assimilation with 12-h nudging interval. In the fourth experiment, the MODIS

vertical profiles of temperature and humidity are used in assimilation with nudging interval

of 12 h. The nudging interval is chosen as per the availability of observations in each case.

The details of kinds of observations/variables assimilated in each experiment are given in

Table 2. The distribution of various observations used in the assimilation experiments for a

typical time at 18 UTC 03 Nov is given in Fig. 3.

OCEANSAT-2 microwave scatterometer is launched by Indian Space Research Orga-

nization (ISRO) and has been operational since 23 September 2009 (http://218.248.

0.134:8080/OCMWebSCAT/html/controller.jsp). It has a swath width of 1,800 km, mea-

sures wind speed and direction at 10 m above ocean surface with a resolution of 50 km,

retrieval accuracy of 1 m/s for wind speed (range, 4–24 m/s) and 20� for wind direction.

Table 1 Details of domains and physics used in the model

Dynamics Primitive equation, non-hydrostatic

Vertical resolution 42 vertical levels

Horizontal resolution 27 km 9 km

Domains of integration 72.643�E–94.504�E
3.5315� N–24.377� N
(192 9 192 grids)

76.20�E–88.84�E
5.595� N–18.81�N
(289 9 289 grids)

Radiation Dudhia scheme for short-wave radiation
Rapid radiation transfer model (RRTM)

for long-wave radiation

Explicit moisture Lin scheme

Surface processes NOAH land surface model

Planetary boundary layer Yonsei University (YSU)

Cumulus convection Kain–Fritsch

Sea surface temperature Real SST

Initial conditions

real-time predictions 00, 06, 12, 18 UTC 4 Nov, 00,
06, 12 UTC 5 Nov

Assimilation runs 06 UTC 4 Nov for Control run (CTL)
FDDA experiments : 18 UTC

3 Nov to 06 UTC 4 Nov nudging, actual
forecast begins from 06 UTC 04 Nov
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The Advanced Scatterometer (ASCAT) is part of the payloads of the Meteorological

Operational (Metop) polar satellites launched by the European Space Agency (ESA) and

operated by the European Organization for the Exploitation of Meteorological Satellites

(EUMETSAT), and constitutes the space segment of EUMETSAT’s Polar System (EPS).

ASCAT is a real aperture radar operating at 5.255 GHz (C-band) with system geometry

Fig. 3 Distribution of various observations used for assimilation a AWS data, b ASCAT winds,
c OCEANSAT winds and d MODIS temperature, humidity profiles at 18 UTC 03 Nov

Table 2 Details of observations used in various numerical experiments

Experiment First guess/
analysis

Type of observations Variables in assimilation

Real-time runs GFS -nil- -nil-

Control run GFS -nil- -nil-

FDDASCAT GFS ASCAT, OCEANSAT-2 Ocean surface vector winds

FDDAMODIS GFS MODIS profiles Temperature, humidity profiles

FDDAAWS GFS IMD AWS, ISRO AWS Land-based surface data on vector
winds, air temperature and humidity
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based on the use of fan-beam antennas. The system covers two 550-km swaths separated

by about 700 km (OSISAF 2010; Bi et al. 2010; Takahashi 2010). Both the morning and

the evening passes of satellite wind data are used in assimilation. A network of Automated

Weather Stations (AWS) has been set up by ISRO and has been used for the prediction of

short-range weather and atmospheric dispersion (Kusuma Rao 2008; Srinivas et al. 2010b).

Over the land region about 720 AWS observations from IMD and ISRO are used in

assimilation (Fig. 3a).

In this work, FDDA analysis nudging is used, in which the model solution is nudged

towards time- and space-interpolated analyses using a point-by-point relaxation term

(Stauffer and Seaman 1990, 1994; Stauffer et al. 1991). In the analysis, nudging Newtonian

relaxation terms are added to the prognostic equations for wind (u, v), temperature (t),
water vapour (q) using the equation,

oa
ot
¼ Fða;X; tÞ þ GaWðX; tÞeðxÞp � ðao � aÞ; ð1Þ

where ‘a’ is a prognostic variable (u, v, t, q), F denotes the normal tendency terms due to

physics, advection, X are the independent spatial variables, and ‘t’ is time. The second term

on the right side of (1) represents the analysis nudging term for ‘a’. The observations are

interpolated using the standard Cressman objective analysis procedure with the first guess

fields to prepare revised analysis files for use in FDDA analysis nudging. The objective

interpolation of observations on the first guess fields is applied at the surface and at the

mandatory and supplementary analysis pressure levels aloft (when MODIS profiles are

used). In the experiments where MODIS profiles are used, the objective analysis considers

the upper air observations. In the analysis nudging experiment surface and 3D grid nudging

is performed for winds, temperature and humidity over the model domains. The nudging

coefficient for wind speed, direction, temperature and mixing ratio is specified as 3.0e-4,

which is the default value of the code and corresponds to a time scale of about 1 h. The

actual model forecast begins from 06 UTC 04 Nov for a 90-h period ending at 00 UTC 08

Nov. The assimilation experiments are named as FDDAAWS (with AWS data), FDDA-

SCAT (with satellite scatterometer winds), FDDAMODIS (with MODIS temperature,

humidity profiles). The estimates from IMD for intensity, track parameters and rainfall are

used for model comparisons.

5 Results

Results from real-time prediction experiments for the JAL cyclone are presented first,

followed by the assimilation experiments. The real-time predictions are made during the

life cycle of JAL over Bay of Bengal. As already discussed in previous section, a total of

eleven predictions are attempted corresponding to the initial conditions at 00 UTC, 06

UTC, 12 UTC, 18 UTC 4 Nov, 00 UTC, 06 UTC, 12 UTC, 18 UTC 5 Nov, 00 UTC, 06

UTC, 12 UTC, 18 UTC 6 Nov, and model integrations ending at 00 UTC 08 Nov. The

results for this set of experiments were referenced to time as hh UTC DD Nov, where hh

UTC is the UTC time in hours and DD is the day. The intensity of simulated cyclone from

different experiments is evaluated in terms of the minimum central sea level pressure

(CSP), vorticity, maximum sustained winds (MSW) and radius of maximum wind (RMW).

The IMD estimates for MSW were used for model comparison and validation. The time

evolution of each of these four parameters for each of the experiments is discussed below.
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5.1 Real-time prediction experiments

5.1.1 Intensity of predicted storm

The time series of CSLP for the ten prediction experiments is presented in Fig. 4a. The

time series from different experiments indicates that the experiment 00 UTC 04 Nov

produces the lowest CSLP of 948 hPa after 39 h of integration and the experiment 18 UTC

05 Nov produces the highest CSLP of 975 hPa with all the successive experiments in the

series having intermediate CSLP values. Accordingly, the pre-deepening period was noted

to vary from 20 (for 00 UTC 04 Nov) to 9 h (for 18 UTC 05 Nov) for the above series of

experiments. The experiments with initial conditions subsequent to 00 UTC 04 Nov have

successively higher CSLP and lower pressure drop, thus indicating to have lower inten-

sification. The peak intensification in different prediction experiments seems to occur

successively at 6 h later relative to the experiment 00 UTC 04 Nov. As per the description

of the storm available from IMD report (IMD 2011), the storm had attained peak intensity

of severe cyclone between 00 UTC 06 Nov and 00 UTC 07 Nov and gradually weakened

thereafter. Of all the eleven cases in the series, the experiments 00 UTC 05 Nov and 06

UTC 05 Nov are noted to give better comparison of the time variation in pressure (fall and

rise in CSLP) to IMD observations of the storm. The time variation of MSW from different

real-time prediction experiments along with the IMD estimates (IMD 2011) is presented in

Fig. 4b. The MSW from IMD estimates indicates an increase in wind speed from 13 (at 18

Fig. 4 Time evolution of a MSLP, b MSW, c Vorticity and d radius of maximum winds from different
real-time prediction experiments
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UTC 4 Nov) to 31 m/s (at 12 UTC 06 Nov), which remained steady till 00 UTC 07 Nov.

A steep increase in MSW from 17 to 30 m/s from 12 UTC 05 Nov to 12 UTC 06 Nov is

noted in the IMD estimates. The maximum intensity of 30 m/s was maintained till 00 UTC

07 Nov and the intensity decreased exponentially thereafter. The time series of maximum

winds from various experiments indicates that all of them overestimate the intensity. The

experiments 00 UTC 04 Nov and 06 UTC 04 Nov both show increase in winds from 22 m/

s attaining a highest intensity of 45 m/s at 00 UTC 06 Nov. However, both these exper-

iments show an early intensification and an early weakening than the actual cyclone. Both

these experiments indicate higher maximum winds by about 5–15 m/s throughout the

intensification phase than the corresponding values from IMD estimates. The experiment

starting at 00 UTC 04 Nov indicates a fall in maximum winds after 00 UTC 06 Nov, which

after 12 UTC 06 Nov again increased to the peak intensity at 18 UTC 06 Nov. The

experiment 12 UTC 04 Nov shows intensification slightly earlier to the actual storm (with

two peaks of intensification), while 18 UTC 04 Nov, 00 UTC 05 Nov, 06 UTC 05 Nov

provide similar growth and decay trends of intensification as in IMD observations, though

the simulated winds are slightly more stronger than the IMD estimates. However, of these

three experiments, the experiment starting at 18 UTC 04 Nov indicates relatively higher

winds during the life cycle of the cyclone than the other two. The experiment 18 UTC 04

Nov produced a more realistic time evolution of MSW very closely following the IMD

estimates. As per IMD estimates, the mature stage of the storm is between 12 UTC 06 Nov

and 00 UTC 08 Nov, which is predicted by all the above three experiments (18 UTC 04

Nov, 00 UTC 05 Nov and 06 UTC 05 Nov). The experiments starting subsequent to 06

UTC 05 Nov all produced successively far lesser intensification compared to those starting

earlier to 06 UTC 05 Nov with the experiment 12 UTC 06 Nov, producing the lowest

intensity of all with predicted MSW of 35 m/s. From the above series of simulations, it is

noted that experiments starting at different times during the life cycle of the cyclone have

given different results. Experiments starting in the pre-deepening stage (low pressure) of

the actual storm (i.e., prior to 00 UTC 05 Nov) produced an early intensification as well as

early decay with an overall higher intensification in comparison with the observed char-

acteristics. On the other hand, experiments starting in the mature stage/severe cyclone

stage (i.e., after 12 UTC 06 Nov) have produced a late intensification of the storm with

relatively less intensification. The errors in the early phase experiments may be attributable

to the quality of initial conditions, model dynamics as well as the model physics. The errors

in the late phase experiments may be because of less spin-up time for the model to evolve

the development of cyclone. Strikingly, all the experiments starting in the deepening phase

(18 UTC 04 Nov to 18 UTC 05 Nov) produced more realistic simulation of the life cycle in

terms of representation of the growth and decay characteristics than the rest. These results

strongly suggest that numerical models used in short-range predictions of cyclones need to

have a minimum integration time of 2 days with initial conditions preferably defined at the

pre-deepening/deepening phase to evolve a proper life cycle of the storm.

The time evolution of the maximum vorticity of the storm at 925 hPa from different

real-time prediction experiments is given in Fig. 4c. Generally, the vorticity of the storm

gradually grows during the intensification phase, attains a peak value during the stages of

highest intensification and then gradually falls during the weakening phase of storm

according to the wind circulation and the attained maximum winds of the storm. From the

time series, it is noted that the highest vorticity is predicted at different times in different

experiments as per the life cycle simulated in each experiment. The highest vorticity was

attained at 18 UTC 05 Nov, 00 UTC 06 Nov, 12 UTC 06 Nov, 00 UTC 06 Nov, 15 UTC 06

Nov, 21 UTC 06 Nov and at 18 UTC 06 Nov, respectively, in the experiments starting at
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00 UTC 04 Nov, 06 UTC 04 Nov, 12 UTC 05 Nov, 18 UTC 05 Nov, 00 UTC 05 Nov, 06

UTC 05 Nov and 12 UTC 05 Nov, respectively. The experiments starting at various times

on 4 November showed the higher vorticity between 12 UTC 05 Nov and 12 UTC 06 Nov,

whereas the rest of the experiments indicated higher vorticity between 12 UTC 06 Nov

and 12 UTC 07 Nov. The highest attained vorticities in various real-time prediction

experiments are 270 9 10-5 s-1, 245 9 10-5 s-1, 240 9 10-5 s-1, 280 9 10-5 s-1,

235 9 10-5 s-1, 230 9 10-5 s-1 and 210 9 10-5 s-1 in the experiments 00 UTC 04

Nov, 06 UTC 04 Nov, 12 UTC 05 Nov, 18 UTC 05 Nov, 00 UTC 05 Nov, 06 UTC 05 Nov

and 12 UTC 05 Nov, respectively. The experiments 18 UTC 04 Nov and 00 UTC 05 Nov

are found to provide the trend of a gradually growing vorticity during the intensification

phase and gradually decaying vorticity during the weakening phase of the storm and hence

produced a more realistic time variation of vorticity associated with the cyclone.

The distance between the centre of tropical cyclone (core region) and its band of

strongest winds, called radius of maximum winds (RMW), is an important measure of its

intensity especially when the cyclone is about to strike the coast. The time evolution of

RMW associated with the predicted storm from different experiments is plotted in Fig. 4d.

All the experiments except the one starting at 12 UTC 05 Nov indicate a lower RMW in

the developing and mature stages and a higher RMW during the decaying stage of the

storm. It has been found that experiments starting at 18 UTC 04 Nov and 00 UTC 05 Nov

followed by 12 UTC 04 Nov produced the lowest RMW of about 50–80 km during the

peak intensification stage and also more realistic values of RMW during the weakening

phase.

5.1.2 Movement of the predicted storm

The movement of the predicted cyclone from real-time simulations is analysed by com-

paring the track positions of the storm along with the corresponding positions from IMD

Fig. 5 Track positions of the simulated storm from different real-time prediction experiments
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best-track estimates. Figure 5 gives the track positions of the predicted storm from various

experiments. As the initial conditions in the real-time simulations are at different analysis

times, it is obvious that the location of the initial cyclone vortex would not be identical.

A positional difference in the initial location of the storm depending on the rate of actual

storm movement is expected at the start of each experiment. From the IMD estimated track

positions, it is noted that the storm was originally located in the east Bay of Bengal, in

Andaman sea at around 91� E, 8.5� N, and gradually moved in a west-northwestward

direction in a duration of 24 h. The initial track positions from various experiments are

convergent till the first 24 h of the storm. Interestingly, subsequent to 00 UTC 05 Nov, the

vector tracks became divergent. The predicted cyclone tracks in the experiments with

initial time prior to 00 UTC 05 Nov are to the south of the IMD estimated track and those

from experiments with start time subsequent to 00 UTC 05 Nov are to the north of the

predicted storm, with successive northward incremental drifts in the track positions. Fur-

ther it is noted that the simulated storm in all experiments moved faster than the observed

storm and indicates considerable errors along the track. The vector track errors gradually

increased from initial time in various experiments. The largest errors are noted with 00

UTC 04 Nov, 12 UTC 04 Nov, 06 UTC 04 Nov, 06 UTC 05 Nov and 12 UTC 05 Nov,

respectively (Table 3). The large track errors (150–313 km) after 48 h of simulation in the

experiments 00 UTC 04 Nov, 12 UTC 04 Nov and 00 UTC 05 Nov are due to the faster

forward movement of simulated cyclone than the actual cyclone. The fast movement of

simulated storm may be due to the strong upper air boundary forcing which needs to be

examined further. The experiments 00 UTC 05 Nov, 06 UTC 05 Nov and 12 UTC 05 Nov

produced marginal errors for integrations up to 60 h. The track errors for these cases are

due to the northward drift of the storm from the actual track. The experiments 18 UTC 04

Nov and 00 UTC 05 Nov indicated marginal errors right from the beginning of the

simulations, the predicted tracks almost agree with the IMD estimated track, but slightly to

the south of the actual track. As per the IMD estimates, the cyclone initially moved

westwards, to the northwest, and remained stationary for a long time. It then moved

slowly in a northwestward direction and crossed coast just north of Chennai as per the

Table 3 Vector track errors in the real-time prediction experiments

Simulation Vector track errors (in km)

Hours of simulation

00 12 24 36 48 60 72 84 96

00 UTC 04 Nov 106.81 30.16 27.75 20.72 54.19 183.69 278.63 241.60 313.04

06 UTC 04 Nov 75.72 116.91 67.59 63.76 104.78 179.49 275.96 239.28

12 UTC 04 Nov 42.93 32.45 59.27 14.62 95.17 199.14 184.98 227.38

18 UTC 04 Nov 73.08 117.92 77.37 76.98 57.07 106.33 116.81

00 UTC 05 Nov 105.39 14.38 45.49 67.79 223.44 149.33 220.47

06 UTC 05 Nov 96.09 81.33 122.86 125.41 143.13 193.44

12 UTC 05 Nov 39.85 71.65 33.40 154.57 93.09 120.37

18 UTC 05 Nov 22.95 39.16 72.22 113.54 102.99

00 UTC 06 Nov 64.91 18.14 177.08 40.72 64.61

06 UTC 06 Nov 101.37 128.55 152.92 133.14

12 UTC 06 Nov 53.47 167.07 73.58 58.42
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observations. This trend in the movement of the simulated cyclone could be very closely

predicted by the experiment 18 UTC 04 Nov with least track errors in the simulation. Thus,

considering both the intensity and the movement, the simulation 18 UTC 04 Nov produced

the best prediction followed by 00 UTC 05 Nov. These real-time prediction experiments

indicate that it is highly important to choose a proper initial time for the near real-time

forecasts of the probable landfall point of a tropical cyclone with numerical models.

Experiments starting before 18 UTC 04 Nov have southward drift of model storm, while

those starting after 18 UTC 04 Nov have northward drift of the model storm to the actual

observed storm. The simulated tracks from real-time experiments indicate relatively faster

storm in the experiments starting prior to 18 UTC 04 Nov. The mean track errors for 12-,

24-, 48-, 72-, 96-h predictions are found to vary as 74, 83, 104, 215 km, respectively. The

mean wind errors are found to be -13.3, -14.4, -6.5, -7.5 and -6.5 ms-1 for 12-, 24-,

48-, 72-, 96-h predictions, respectively. The corresponding mean central pressure errors are

14, 19, 20.2, 18.5 and 11.0 hPa, respectively (Table 4). The initial track position errors are

found to range from 107 to 96 km for the experiments prior to 06 UTC 05 Nov and from

22 to 53 km for the subsequent experiments. Given these large initial errors, the experi-

ments starting prior to 06 UTC 05 Nov are associated with large track errors.

5.1.3 Rainfall of predicted storm

The predicted rainfall pattern from different real-time experiments during the landfall time

is compared with TRMM rainfall pattern. Figure 6 gives the accumulated predicted rainfall

for the 24-h period from 00 UTC 07 Nov to 00 UTC 08 Nov from eleven experiments

along with the corresponding TRMM measured rainfall. The precipitation in tropical

storms generally occurs around the wall cloud region of the cyclone due to organization of

horizontal winds and clouds in spiral bands around a relatively calm wind central eye

region characterized with subsiding vertical motion. The TRMM data for 00 UTC 08 Nov

indicate concentration of highest precipitation (C200 mm) along the north Tamil Nadu

coast and the adjoining land, ocean regions. The precipitation has reduced from the central

region, and rainfall of 120 to 10 mm is spread in the entire southern peninsular India

except parts of extreme south Tamil Nadu and south Kerala, which remained dry. A second

spatial peak of rainfall is located along the north coastal Andhra Pradesh around Visa-

khapatnam due to north and northeastward extension of rain bands. All the experiments

show this rainfall distribution, indicating maximum rainfall in the central eye wall region

around the simulated storm location. In the experiments starting at 00 UTC 04 Nov and 06

UTC 04 Nov, the central rainband appears to have shifted about 250 km inland in the

Table 4 Mean errors in vector track position, maximum winds and central pressure from 11 real-time
prediction experiments

Simulation Mean prediction errors

Hours of simulation

12 24 36 48 60 72 84 96

Track (km) 74.34 82.69 79.06 104.27 161.68 215.37 236.08 313.04

Max. wind (m/s) -13.3 -14.4 -10.0 -6.5 -6.3 -7.5 -13.8 -6.5

Central pressure (hPa) 14.0 19.0 19.5 20.2 19.0 18.5 18.0 11.0
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northwest direction from the observed peak rainfall pattern, and the simulated rainfall in

these two cases is under estimated by 50 mm. This indicates the model storm has moved

faster than the actual one in the above experiments. In the experiments 12 UTC 04 Nov and

18 UTC 04 Nov, the location of the central rain band is accurately simulated but it is

elongated in the northwest and southeast directions from the central maximum. The highest

precipitation in these two experiments has spread to a larger region, and the rainfall is also

confined to the northern Tamil Nadu and south Andhra Pradesh. In the experiment 00 UTC

05 Nov, the rainfall maximum could be simulated well but the rainfall distribution is

localized and precipitation is under estimated. In the remaining experiments that started

subsequent to 00 UTC 05 Nov, the zone of maximum rainfall is simulated to the north of

Chennai and giving less aerial coverage to southern Tamil Nadu. Model rainfall com-

parison with TRMM data, however, needs to be made carefully as it has limitation in

representing the low and moderate rainfall.

5.2 Assimilation experiments

In the second set of simulations, a control run and three FDDA grid nudging experiments

are conducted. As per results obtained in the real-time predictions, the FDDA runs using

Fig. 6 Model simulated rainfall accumulated for the 24-h period ending at 00 UTC 08 Nov from a 00 UTC
04 Nov, b 06 UTC 04 Nov, c 12 UTC 04 Nov, d 18 UTC 04 Nov, e 00 UTC 05 Nov, f 06 UTC 05 Nov, g 12
UTC 05 Nov, h 18 UTC 05 Nov, i 00 UTC 06 Nov, j 00 UTC 06 Nov, k 06 UTC 06 Nov and l TRMM
rainfall
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different observations are started at 18 UTC 03 Nov, and the first 12 h of simulation is

treated as pre-forecast period and the actual forecast begins from 06 UTC 04 Nov. The

control run is started at 06 UTC 04 Nov. The difference in these experiments is related to

the data given for model initialization and boundary condition. The results from these four

experiments in respect of CSLP, MSW, vorticity, radius of maximum winds and geopo-

tential are discussed below, with comparisons using IMD estimates wherever possible.

5.2.1 Intensity of the simulated storm

The time evolution of the CSLP from the control (CTL) and different assimilation

experiments is shown in Fig. 7a from 06 UTC Nov 4 to 00 UTC Nov 9. The CTL run

indicates a pre-deepening period of 6 h up to 18 UTC 04 Nov, and then a steep deepening

period of 24 h up to 00 UTC 06 Nov. Thereafter, the storm in the CTL run has shown

gradual weakening. All the three assimilation experiments have a pre-deepening period of

6 h up to 18 UTC 04 Nov and a deepening period of 21 h up to 09 UTC 05 Nov. The

lowest CSLP in the control and assimilation experiments was about 950 hPa, which

indicates a maximum central pressure drop of 50 hPa, attained after 27 h of simulation in

the assimilation experiments and 42 h in the control run. While both the FDDAMODIS

and the FDDASCAT give the same time variation of CSLP throughout the simulation, the

FDDAAWS has given slightly higher CSLP (relatively higher pressure drop) after 36 h of

simulation, that is, after 12 UTC 06 Nov indicating a less intense storm than that in the

Fig. 7 Time evolution of a MSLP, b MSW, c Vorticity and d radius of maximum winds from different
real-time prediction experiments
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other two FDDA runs. As noted earlier, the IMD estimates indicate the maximum winds to

increase rapidly from 30 to 66 h (between 12 UTC 06 Nov to 00 UTC 07 Nov). The time

variation of maximum winds (Fig. 7b) indicates both the Control and the FDDA runs

produced the above trend of intensification and weakening of the storm but 12 h earlier

than the actual intensification and weakening. While the control run produced the lowest

maximum winds of all the four experiments, the FDDASCAT and FDDAALL produced

the highest MSW but with a drop in intensity between 42 and 60 h (between 00 UTC 06

Nov to 18 UTC 06 Nov) followed by FDDASCAT, FDDAMODIS and FDDAAWS.

The time variation of maximum vorticity of the storm at 925 hPa from CTL and the three

FDDA experiments is given in Fig 7c. The highest vorticity in the CTL run is about

275 9 10-5 s-1, which seems to occur at 00 UTC 07 Nov, while that in FDDASCAT

(300 9 10-5 s-1) occurred at 18 UTC 05 Nov, that is, in very early stages of storm

development. But this experiment also gives a second maximum in vorticity of

240 9 10-5 s-1 at 00 UTC 07 Nov after 72 h of simulation. The maximum vorticity

evolution in both FDDAWS and FDDAMODIS is nearly similar, and the highest vorticity

in these two experiments is about 300 9 10-5 s-1, which occurred after 54 h of simula-

tion, that is, at 18 UTC 05 Nov. The vorticity evolution of FDDAMODIS is more realistic

as it produced the highest value during the mature stage of the storm. The time evolution of

the radius of maximum winds from the CTL and the three FDDA simulations is presented

in Fig. 7d. On an average, the RMW varied as 50 to 80 km in the deepening and mature

stage of the storm and as 100 km in the dissipating stage. It is seen that while FDDAAWS

and FDDAMODIS produce the lowest RMW (*40 km), the FDDASCAT and FDDAALL

produced the highest RMW (*80 km) with CTL run giving intermediate values. All the

experiments show the highest RMW after 78 h of simulation, that is, after 12 UTC 07 Nov.

The lowest RMW is given by FDDAMODIS at 66 h of simulation during the highest

intensification stage thus giving a more realistic simulation.

The sea level pressure distribution is plotted from CTL and various FDDA experiments

and is shown in Fig. 8 along with the IMD surface synoptic chart corresponding to the time

at 00 UTC 07 Nov when the storm attained its highest intensification. The IMD chart

shows a positive gradient of sea level pressure from a peripheral value of 1,010 hPa at

equator and a major portion of southern Peninsular India and decreasing to the centre of the

cyclone with a central value of 996 hPa. The sea level pressure was about 1,012 hPa over

the central India, Indian Ocean near to Mynmar and Andaman Islands. The pressure

distribution from simulations, although agrees in the peripheral region covering up to

SriLanka and south Tamil Nadu, a higher drop relative to IMD values in central pressure is

simulated in all the experiments indicating stronger simulated cyclones. The central

pressures are simulated as 960 hPa in CTL run, 957 hPa in FDDAAWS as well as in

FDDAALL, 954 hPa in FDDASCAT and 953 hPa in FDDAMODIS. Thus, the simulations

FDDAMODIS and FDDASCAT both give a more intensive cyclone than the FDDAAWS

and CTL runs.

The spatial distribution of vorticity pattern from CTL and FDDA experiments at 00

UTC 07 Nov along with the CIMSS Meteosat vorticity image is presented in Fig. 9. The

CIMSS vorticity image shows the highest positive vorticity to be distributed about 12.50�
N, 83.0� E, with the location of the storm at 13.0� N, 83.0� E. The observed vorticity is in

the range of 100 9 10-5 to 250 9 10-5 s-1. Comparison of model vorticity with CIMSS

image indicates that the cyclonic vorticity in the CTL run is predicted to the south of the

observed vorticity distribution and that the centre of positive vorticity in all FDDA runs

matches with the observed maximum vorticity distribution. This indicates that the location

of cyclone at its highest intensification stage could be simulated better in the FDDA
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experiments than in the control run. The simulations reveal a positive vorticity pattern

around the cyclone in the range 0–200 9 10-5 s-1 and a negative vorticity pattern of up to

20 9 10-5 s-1 in the region outside the cyclone. Of all these assimilation runs, the

FDDAMODIS indicates vorticity bands of 50 9 10-5 to 250 9 10-5 s-1, with both

location and distribution agreeing with the CIMSS vorticity image. Thus, considering all

the parameters (CSLP, MSW, Vorticity, RMW and Geopotential), the experiments

FDDASCAT and FDDAMODIS seem to give the highest intensive cyclone closely

agreeing with the IMD estimates of intensity of the storm.

5.2.2 Movement of the simulated storm

The movement of the simulated storm is analysed by comparing the computed track

positions with the IMD best-track estimates (Fig. 10). It is seen that in the CTL run, the

storm moves to the south of the observed storm after 12 h of simulation and makes a

landfall about 50 km south of Chennai city. In all the experiments, the simulated storm is

noted to move faster than the actual storm thereby producing along track errors. The

simulated storm in all the FDDA runs has moved north of the observed storm, and the track

positions were almost similar. The landfall point of the simulated storm in the FDDA runs

is within 25–75 km north of Chennai city, the nearest track is from FDDAMODIS and

FDDASCAT, which simulated the landfall of the cyclone about 50 km north of Chennai

city. The initial track position errors are noted to vary as 89–58 km in control and different

Fig. 8 Comparison of sea level pressure at 00 UTC 07 Nov from a CTL, b FDDAAWS, c FDDASCAT,
d FDDAMODIS and e FDDAALL and f IMD surface synoptic chart
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Fig. 9 Model simulated vorticity (910e-5) at 850 mb at 12 UTC 06 Nov from a CTL run, b FDDAAWS,
c FDDASCAT, d FDAMODIS, e FDDAALL and f CIMSS MeteosatVorticity image

Fig. 10 Track positions of the simulated storm from assimilation experiments
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assimilation experiments (Table 5). In the control run, the track errors are of the order of

89 km in the first 12 h, 45 km after 12 h, 115 km at, 48 h, 194 km at 72 h and [300 km

after 72 h of simulation, respectively (Table 5). The track errors in the FDDA runs are

below 70 km in the first 24 h, increased to 175 km in 48 h, and thereafter further increased

to 325 km except FDDASCAT. The FDDASCAT produced least track errors in the

deepening and dissipation phase with overall errors ranging from 66 to 250 km. Next to

FDDASCAT, FDDAMODIS produced lesser errors.

5.2.3 Simulated spatial cloud band structure

Simulated cloud band structure of JAL cyclone from different simulations is analysed at

the landfall time corresponding to 03 UTC 07 Nov using simulated radar reflectivity and

Table 5 Vector track errors in control and various assimilation experiments

Simulation Vector track errors in km

Hours of simulation

0 12 24 36 48 60 72 84 90

Control Run 89.4 43.3 45.6 46.8 115.2 283.3 194.4 317.7 397.7

FDDAAWS 58.9 109.3 108.4 83.8 183.6 252.4 335.9 399.9 410.2

FDDASCAT 66.9 100.9 111.4 86.3 225.9 144.1 147.6 207.0 295.7

FDDAMODIS 72.7 101.8 104.1 87.2 179.9 249.2 324.0 388.0 376.0

FDDAALL 69.7 107.4 93.2 91.5 189.2 243.7 333.0 387.8 321.1

Fig. 11 Simulated radar reflectivity from a CTL run, b FDDAAWS, c FDDASCAT, d FDDAMODIS,
e FDDAALL and f DWR observed reflectivity corresponding to 03 UTC 07 Nov
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compared with DWR radar reflectivity (Fig. 11). It is well known that in mature tropical

cyclones, the clouds organize in spiral bands around the central calm area called the ‘eye’

region. All the simulations show a comma cloud organization around the cyclone. The

dense cloud bands are noted to be distributed in the southwest sector in Control run,

southern sector in the FDDAAWS, south-southeast in FDDASCAT, southeast sector in

FDDAMODIS and in roughly circular symmetry in FDDAALL, respectively, indicating

the location of maximum distribution in the respective simulations. The reflectivity pattern

obtained from FDDASCAT and FDDAMODIS is noted to closely compare with the DWR

reflectivity (Fig. 11f). The FDDASCAT gives a denser spiral band cloud region around the

eye in the southeast sector with less outward extension of clouds, whereas the FDDAM-

ODIS produces dense cloud bands in the southern sector as well as the outward extension

of clouds.

The vertical organization of convective clouds around the cyclone is analysed from the

cross-section of simulated radar reflectivity in north–south plane at 85� E from different

simulations, and their comparison with CloudSat observed reflectivity corresponding to

0750 UTC 06 Nov due to the availability of observations at this time (Fig. 12). Observed

reflectivity data show the wall cloud region distributed around the central calm region.

The clouds are densely distributed on the northern sector with deep cores of convective

organization reaching almost up to 200 hPa. In the simulations, the wall cloud region is

distributed in 11 N–13 N in the control run, 10.5 N–15 N in FDDAAWS, MODIS, 11 N–

15 N in FDDASCAT, 10.5 N–13.5 Nin FDDAALL and with vertical extent up to 400 hPa.

Of all the simulations, the FDDASCAT and FDDAMODIS are seen to produce nearest

reflectivity pattern.

5.2.4 Simulated rainfall

The simulated rainfall pattern from CTL and various FDDA experiments during the

landfall time is compared with TRMM rainfall pattern. The simulated accumulated rainfall

Fig. 12 Vertical section of simulated reflectivity from a CTL run, b FDDAAWS, c FDDASCAT,
d FDDAMODIS, e FDDAALL and f CloudSat observed reflectivity at 0750 UTC 06 Nov at 85 E
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for the 24-h period from 00 UTC 07 Nov to 00 UTC 08 Nov along with the corre-

sponding TRMM observed rainfall is plotted in Fig. 13. As mentioned in the previous

section in 2.1.3, the TRMM data for experiment 00 UTC 08 Nov indicate concentration

of maximum rainfall (C200 mm) along the north Tamil Nadu coast and the adjoining

land, ocean regions with gradually southward decreasing rainfall. Rainfall bands in the

range 120–10 mm are noted to spread in the entire southern peninsular India barring

parts of extreme south Tamil Nadu and south Kerala. A second spatial peak of rainfall is

seen along the north coastal Andhra Pradesh around Visakhapatnam. The CTL and

FDDA experiments show the rainfall distribution, indicating maximum rainfall in the

central eye wall region according to the simulated storm location, but none have pro-

duced the observed rainfall pattern. In the experiments CTL and FDDAMODIS, the

central rainband appears to have shifted about 350 km inland from the observed peak

rainfall pattern and to have an elongation in northwest–southeast directions. This shows

that the model storm had moved faster than the actual one in the above experiments. In

the experiments FDDAAWS and FDDASCAT, the location of the central rain band was

slightly shifted to about 50–75 km inland in the northwest direction and with an elon-

gation in the northwest and southeast directions. The precipitation in these two experi-

ments has spread to the northern Tamil Nadu and south Andhra Pradesh. The rainfall

simulated in FDDASCAT appears to be more closer to the TRMM rainfall pattern,

which shows the observed higher rainfall amounts of 100–200 mm in the northern Tamil

Nadu and adjoining coastal parts.

Fig. 13 Model simulated 24 h accumulated rainfall in different experiments for the period ending at 00
UTC 8 Nov a CTL run, b FDDAAWS, c FDDASCAT, d FDDAMODIS e FDDAALL and f TRMM rainfall
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6 Summary and conclusion

Prediction of the movement and intensification of tropical cyclones is very important for

cyclone disaster management in the coastal regions and is a challenging problem.

Numerical models with appropriate initial conditions need to be developed to provide

precise forecasts. The present work examines the performance of a mesoscale model driven

by different initial conditions derived from GFS analysis and forecasts corresponding to its

various analysis cycles and the impact of nudging of various observations (conventional,

satellite based) on the simulated cyclone characteristics. For this purpose, a double-nested

non-hydrostatic model WRF ARW is employed. The recent severe tropical cyclone in the

Bay of Bengal near Tamil Nadu during 4 to 8 November 2010 is studied. Real-time ARW

mesoscale model predictions are made with 11 different initial conditions between 00 UTC

04 Nov to 12 UTC 06 Nov using six hourly GFS analysis and forecasts. Results from these

eleven experiments indicated that simulations starting prior to 18 UTC 04 Nov produced

relatively higher intensification in terms of drop in central sea level pressure with relatively

longer pre-deepening period. The peak intensification in different prediction experiments

occurred successively at 6 h later relative to the experiment 00 UTC 04 Nov. The CSLP

pattern from the experiments 18 UTC 04 Nov and 00 UTC 05 Nov agreed with the IMD

reports, which indicated the storm had attained peak intensity of severe cyclone between

18 UTC 06 Nov and 00 UTC 07 Nov and gradually weakened thereafter.

The series of real-time simulations showed a progressive decrease in the intensity from

experiments starting at early phase to those in depression phase. The time series of

maximum winds as well as central pressure indicated an early intensification and early

weakening than the actual cyclone for the experiments starting prior to 18 UTC 04 Nov.

The experiments 18 UTC 04 Nov, 00 UTC 05 Nov, 06 UTC 05 Nov produced a more

realistic time evolution of MSW very closely following the IMD estimates. The experi-

ments starting subsequent to 06 UTC 05 Nov all produced successively far lesser inten-

sification compared to those starting earlier to 06 UTC 05 Nov with the experiment 12

UTC 06 Nov, producing the lowest intensity of all with predicted MSW of 35 m/s. These

results demonstrate that experiments starting at different times during the life cycle of the

cyclone produce different results, that is, experiments with initial condition during low

pressure stage produced an early intensification as well as early decay with an overall

higher intensification in comparison with the observed characteristics. On the other hand,

experiments starting in the mature stage/severe cyclone stage (i.e., after 12 UTC 06 Nov)

have produced a late intensification of the storm with relatively less intensification. The

errors in the late phase experiments may be due to less spin-up time for the model to evolve

the cyclone. Simulations beginning from the low pressure to depression phase produced

more realistic simulation of the life cycle in terms of intensification/decay characteristics

than the rest. The above results suggest that a minimum simulation period of 48 h with

initial conditions defined at the pre-deepening/deepening phase may be necessary to evolve

a proper life cycle of the storm. The experiment 18 UTC 04 Nov produced a gradually

growing vorticity during intensification and a decaying vorticity during weakening phase,

thus produced a more realistic time variation of vorticity associated with the cyclone. The

experiment starting at 18 UTC 04 Nov produced the lowest RMW of about 50 km during

the peak intensification stage and also more realistic values of RMW (*75 km) during the

weakening phase.

The track positions from various real-time experiments indicate northwestward moving

cyclone with divergent tracks after 00 UTC 05 Nov. The predicted cyclone tracks are

aligned to the south of the observed track in the experiments starting prior to 18 UTC 04
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Nov and to the north of the IMD estimated track in the experiments starting after 18 UTC

04 Nov with successive northward incremental drifts in the track positions. The vector

track errors gradually increased from initial time in various experiments with largest errors

up to *250 km noted with experiments 00 UTC 04 Nov, 12 UTC 04 Nov, 06 UTC 12 Nov

and 12 UTC 05 Nov, respectively. The experiment 18 UTC 04 Nov has given marginal

errors right from the beginning of the simulations agreeing closely with the IMD estimated

track. Considering both the intensity and the movement, the simulation 18 UTC 04 Nov

produced the best prediction.

To examine the impact of assimilation of available observations on the predictions,

FDDA analysis nudging was performed separately for 12-h pre-forecast period prior to 06

UTC 04 Nov with land-based conventional surface observations (FDDAAWS), satellite-

based winds (ASCAT, OCEANSAT) (FDDASCAT) and MODIS surface temperature

(FDDAMODIS). These experiments reduced the pre-deepening period of the storm by

nearly 12 h. While both FDDASCAT and FDDAMODIS produced similar CSLP drop as

in control run, the assimilation of AWS data has given a marginal improvement in the

intensity of storm. The FDDASCAT produced higher MSW and an unrealistic drop in

intensity between 00 UTC 05 Nov to 12 UTC 06 Nov. The vorticity evolution of

FDDAMODIS is found more realistic with relatively highest values (275 9 10-5 s-1)

during the mature stage of the storm after 18 UTC 06 Nov. It also produced vorticity bands

of 50 9 10-5 to 250 9 10-5 s-1 in well agreement with the CIMSS vorticity distribution

in location and distribution. The time evolution of radius of maximum winds from control

and assimilation experiments indicated that the lowest RMW of 35 km is given by

FDDAMODIS at 00 UTC 07 Nov during the highest intensification stage thus giving a

more realistic simulation. Comparisons with surface synoptic charts indicate, though, the

pressure distribution is well simulated in the peripheral region, relatively stronger cyclones

are simulated in all cases with FDDAMODIS and FDDASCAT giving a more intensive

cyclone than the FDDAAWS and CTL runs. Thus, considering all the parameters (CSLP,

MSW, Vorticity, RMW and Geopotential), the experiments FDDASCAT and FDDAM-

ODIS have given highest intensive cyclone with trends matching with the IMD estimates

of intensity of the storm. A significant improvement is noted in the simulated track

positions in the assimilation experiment FDDAMODIS over the control run. The control

run produced track moved to the south of IMD estimated track after 12 h of simulation and

produced an error of about 100 km, while that from the FDDAMODIS, though, has errors

initially approached the IMD estimated track after 18 h of simulation, giving a landfall

point about 50 km to the north of estimated track. As the simulated cyclone in all the

experiments moved faster than the actual storm, the simulated rainfall appears to have

shifted about 100–250 km inland from the observed peak rainfall pattern and to have an

elongation in northwest-southeast directions. The rainfall simulated in FDDASCAT

appears to be more closer to the TRMM rainfall giving a distribution of 100–200 mm in

the northern Tamil Nadu and adjoining coastal parts.
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